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Solving VM sprawl with StorSimple

The Microsoft HCS solution works with SVMotion and  Storage Live Migration 
in either the source or destination roles. Its scalability  characteristics make it a 

valuable tool for managing environments suffering from VM sprawl. 

VM sprawl occurs when there are so many VMs created that it is virtually impossible 
to manage them all. Over time, many of these “zombie” VMs are no longer used, 
but the data that was stored for them continues to consume storage capacity. IT 
teams use the Microsoft HCS solution as a destination storage system for migrated 
zombie data from other storage systems. The bottomless capacity of the Microsoft 
HCS solution with Windows Azure Storage really comes in handy when you are 
fightingzombies.

Thin provisioning brings relief
Thin provisioning technology was briefly discussed in Chapter 1, “Rethinking enterprise 
 storage,” as a means to provide capacity to applications on a first-come, first-served basis. 
Instead of pre-allocating storage capacity as multiple, fixed-size volumes, thin  provisioning 
aggregates storage capacity into a large, shareable resource and then parcels it out 
 incrementally to elastic, virtual volumes as they need it. 

With static provisioning, storage volumes are discrete resources, each with its own 
 bounded address range. As new data is written, the capacity of the specific volume is 
 consumed. With thin provisioning, each volume is expandable, using the shared free space as 
new data is written. Figure 4-2 compares how capacity is consumed using static provisioning, 
as opposed to thin provisioning.

FIGURE 4-2 A comparison of static provisioning with thin provisioning.
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Thin provisioning is widely appreciated by IT teams as a way to flexibly manage storage 
capacity in response to data growth. As a result, most enterprise storage systems today have 
thin provisioning as a feature. The Cloud-integrated Storage (CiS) system in the Microsoft HCS 
solution uses thin provisioning to allocate its internal storage resources to volumes. Some 
enterprise server software products, such as VMware vSphere and Windows Server 2012, also 
provide thin provisioning features.

The problem with thin provisioning is that most storage systems have fixed maximum 
capacities that can become exhausted. As the shared capacity becomes full,  applications 
will start slowing and eventually crash if the IT team does not take action to resolve the 
 situation. Thin provisioning is not a particularly dangerous tool, but it needs to be  understood 
and managed according to best practices. There can be significant differences in how it is 
 implemented. For example, the Microsoft HCS solution does not have a fixed  maximum 
 capacity by virtue of its ability to use Windows Azure Storage as a tier for data. The 
 expandable free-space resources of Windows Azure Storage are used by the Microsoft HCS 
solution to change the dynamics of thin provisioning, as illustrated in Figure 4-3.

FIGURE 4-3 The Microsoft HCS solution offers expandable capacity for thin provisioning.
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Storage on credit? 

Thin provisioning solves serious capacity management problems for IT teams, 
but some people advise against using it to avoid running out of capacity 

unexpectedlyandcreatingaself-inflicteddisaster.Ananalogythatissometimesused
is thin provisioning is like buying capacity with unlimited credit backed by  limited 
funds. The biggest problem with this line of thinking is that capacity  problems are 
inevitable anyway, so why not use a power tool that helps deal with them? 

The concept of over-provisioning is familiar to most IT team members through 
the use of virtual networking and virtual server technologies. Thin provisioning is 
justtheover-provisioningconceptappliedtostoragecapacity.Thinprovisioning
 solutions can—and usually do—provide ample warnings as capacity is consumed 
and exceeds certain thresholds. If the warnings are ignored, serious problems can 
occur. 

Server software is also evolving to accommodate thin provisioning in storage arrays 
so that software can signal to storage what capacity can be reclaimed. For instance, 
a relatively recent standards-based command, UNMAP, allows thin  provisioning 
storage systems to be used for more use cases, including storage with high turnover 
rates—wherealargenumberoffilesarecreatedanddeletedagainonaregular
basis.

Storage architectures: Scale-up, scale-out, and  
scale-across with cloud storage as a tier

Storage systems are typically designed so that customers can purchase some amount of 
capacity initially with the option of adding more as the existing capacity fills up with data. 
Obviously, increasing storage capacity is an important task for keeping up with data growth. 
Scaling architectures determine how much capacity can be added, how quickly it can be 
added, the impact on application availability, and how much work and planning is involved.   

Scale-up and scale-out storage
Storage systems that are not integrated with cloud storage increase their capacity in one 
of two ways: by adding storage components to an existing system, or by adding storage 
systems to an existing group of systems. An architecture that adds capacity by adding storage 
 components to an existing system is called a scale-up architecture, and products designed 
with it are generally classified as monolithic storage. 
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Scale-up storage systems tend to be the least flexible and involve the most planning and 
longest service interruptions when adding capacity. The cost of the added capacity  depends 
on the price of the devices, which can be relatively high with some storage systems. High 
availability with scale-up storage is achieved through component redundancy that  eliminates 
single points of failure, and by software upgrade processes that take several steps to 
 complete, allowing system updates to be rolled back, if necessary. 

An architecture that adds capacity by adding individual storage systems, or nodes, to a 
group of systems is called a scale-out architecture. Products designed with this architecture 
are often classified as distributed storage or clustered storage. The multiple nodes are  typically 
connected by a network of some sort and work together to provide storage resources to 
 applications. 

In general, adding network storage nodes requires less planning and work than  adding 
devices to scale-up storage, and it allows capacity to be added without suffering service 
 interruptions. The cost of the added capacity depends on the price of an individual storage 
node—something that includes power and packaging costs, in addition to the cost of the 
storage devices in the node.

Scale-up and scale-out storage architectures have hardware, facilities, and maintenance 
costs. In addition, the lifespan of storage products built on these architectures is typically  
four years or less. This is the reason IT organizations tend to spend such a high percentage of 
their budget on storage every year.

Scale-across storage
The Microsoft HCS solution uses a different method to increase capacity—by adding storage 
from Windows Azure Storage in a design that scales across the hybrid cloud boundary.

Scale-across storage adds capacity by incrementally allocating it from a Windows Azure 
Storage bucket. This allocation is an automated process that needs no planning and requires 
no work from the IT team. The cost of additional capacity with this solution is the going rate 
for cloud storage and does not include facilities and maintenance costs. However, using cloud 
storage this way involves much higher latencies than on-premises storage, which means it 
should be used for application data that can be separated by latency requirements—in other 
words, data that is active and data that is dormant. 

Figure 4-4 compares the three scaling architectures.
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FIGURE 4-4 A comparison of storage scaling architectures.

Buying storage by the sip instead of the gulp

One of the advantages of purchasing storage capacity for the Microsoft HCS 
solution is that it can be done in very small increments. This removes the 

sometimes unpleasant process of purchasing capacity in large  increments, the 
way IT teams are accustomed to buying capacity for scale-up or scale-out storage 
 products. Another advantage for some IT teams is that the incremental capacity in 
the cloud can be acquired with operating budget money as opposed to spending 
from a capital budget. 

Separating dormant data from active data with  
cloud-as-a-tier

Storage tiering is a feature of many storage systems. It is most commonly implemented as a 
way to place latency-sensitive data on high-performance, low-latency storage such as solid 
state disks (SSDs) and to place the rest of the data on disk drives. Storage tiering is also often 
described as a way to generate a high number of I/O operations per second (IOPs) from the 
optimal number of storage devices—SSDs generate most of the IOPs, while disk drives are 
responsible for most of the capacity requirements. Cloud-as-a-tier takes this idea one step 
further, by placing the data that has few to no IOPs on cloud storage. 
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Chapter 3, “Accelerating and broadening disaster recovery protection,” explains how 
 deterministic, thin recoveries download only the working set and leaving the rest of the data 
in the cloud. The data that is left in the cloud stays there until it is accessed later, if ever. 
Viewed from the perspective of storage tiering, this dormant data has no IOPs requirement. 

However, CiS systems do not start their existence as recovery targets, but as  storage 
 systems that servers use to store their application’s data. In these cases the  working set is 
determined by the frequency that data is accessed—and not by  deterministic, thin recoveries. 
To get a better understanding of how this works, it is important to understand data life cycles. 

Thelifecyclesoffingerprints
The data life cycle is an analysis of usage patterns for data as it ages. A high percentage of 
data on corporate file servers is unstructured data that is accessed most frequently in the 
days and weeks after it is created, and then is accessed less in the months that follow, until it 
is rarely, if ever, accessed. A large source of unstructured data is user-generated documents, 
including spreadsheets, word processing files, and presentations. Figure 4-5 illustrates the 
typical life cycle of corporate data.

 
FIGURE 4-5 The typical data life cycle with access frequency as a function of data age.

The access frequency of data depends on the application, and there are certainly other 
life cycles that don’t follow the curve of Figure 4-5. For instance, accounting applications that 
process data on monthly or quarterly schedules will have a different curve. Nonetheless, a lot 
of data does follow this asymptotic curve, where access declines over time. 

Data in the Microsoft HCS solution is encapsulated as fingerprints. As each fingerprint 
ages, it moves down the life cycle curve from top left to right bottom and at some point 
the capacity management algorithms in the CiS system determine that data needs to be 
 relocated to the cloud. There is no specific point along the curve that determines when this 
happens because the process is driven by the available free capacity in the CiS system.
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Remapping pointers for dormant data and accessing it in the cloud
When a dormant fingerprint is relocated, it would be logical to assume it is copied to cloud 
storage. However, in most cases, it was already copied there during the first cloud  snapshot 
operation after it was created. Not only that, but every copy of the metadata map that was 
uploaded since that time has pointers to it and is also stored in the same cloud storage 
bucket. The pointers in the CiS system on-premises also reference its location in the cloud 
so it can be restored, if necessary. Everything is in place to locate the fingerprint in the cloud 
simply by changing its pointers—and that’s how tiering data to the cloud is accomplished, by 
changing pointers. 

After the fingerprint’s pointers are changed, the fingerprint’s capacity in the CiS system 
is reclaimed so it can be used by new fingerprints. However, the data is still accessible and 
viewable on-premises as if nothing happened. From that point, if the data is accessed, the CiS 
system downloads its fingerprints from Windows Azure Storage transparently without any 
action required by IT team members. 

The fingerprint twins, separated by the hybrid cloud boundary

ThelifecycleofafingerprintintheMicrosoftHCSsolutionincludesthecreation
and management of twin copies that are on both sides of the hybrid cloud 

boundary. Both copies are managed as part of the hybrid cloud data management 
system. This is different than cloud backup or archiving  solutions where the copies 
in the cloud are managed by a different process.

Because there is a single management system that spans on-premises and cloud 
storage, the processes for deleting on-premises copies and downloading cloud 
copies are transparent and automated. Transparency combined with automation is a 
hallmark of hybrid cloud storage.

Cumulative results of data growth and data life cycles
Another analysis compares all the accumulated data that is stored to the data that is currently 
active. If data is actively accessed for only several weeks, it follows that most of the data that 
has been stored over an extended period of time is  dormant. Figure 4-6 shows a graph of 
 active versus dormant data over time.
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FIGURE 4-6 A graph comparing dormant data to active data over time.

The active data in Figure 4-6 is the working set stored in a CiS system. It follows that the 
dormant data in the figure is stored in cloud storage. As the graphic indicates, the size of the 
working set grows much more slowly over time, even though the overall data growth—and 
the growth of dormant data—is much faster. The reason for the difference in the two curves 
is because the working set does not accumulate data; instead, it continuously expels aging 
 active data to dormant storage at a rate that tends to match the ingestion rate of new data. 

Windows Azure Storage as a “bottomless” tier for dormant data
All this dormant data amassing in the cloud raises concerns about the scalability of cloud 
storage. One of the advantages of the Microsoft HCS solution is the fact that Windows 
Azure Storage is an enormous, endlessly-scaling object storage service that expands without 
 restraints. The IT team does not need to provision or pre-allocate storage or thin provisioning 
storage pools, nor do they have to segment their expanding volumes or move them from one 
container to another. The storage volumes in the solution are thinly-provisioned on the CiS 
system and incrementally provisioned on Windows Azure Storage. 

That said, the solution has capacity limitations based on the storage  resources of the 
CiS system. All storage solutions have maximum capacities that should be understood 
and  monitored. Capacity planning is something that should periodically be done as a best 
 practice, to ensure there are not any unexpected problems looming. 
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CiS designs for efficient working set storage

Cloud-as-a-tier provides smooth, transparent scalability that removes most of the work of 
managing storage capacity problems. That said, there are additional capacity management 
technologies used by the Microsoft HCS solution. The rest of this chapter looks at these other 
data reduction technologies and how they minimize the impact of data growth. 

Data reduction and tiering within the CiS system
As mentioned in the Chapter 1 section “Data tiering,” CiS systems also tier data across their 
SSD and HDD storage. The SSD tier contains data that has been deduped and the HDD tier 
 contains data that has been both deduped and compressed. There is also an NV-RAM tier in 
the system that stores metadata but it does not contain application data. 

Deduping primary storage 
The high IOPs performance of the NV-RAM and SSD storage in the CiS system allow its 
dedupe process to run with a minimal impact on overall system performance. The end result 
is that all data stored on SSDs, HDDs, and Windows Azure Storage by the Microsoft HCS 
 solution has been converted to fingerprints through the dedupe process. IOPs performance in 
the deduped/SSD tier is consistent with expectations for SSDs. The overhead from the dedupe 
process adds some latency, but this is much less than the physical latencies of disk drives. The 
small decrease in SSD performance is compensated for by the ability to store much more data 
on them. 

Dedupe metadata spans volumes that are using the same Windows Azure Storage bucket. 
Deduping across volumes increases its effectiveness by increasing the potential of  identifying 
duplicate data. Data that is sent to different Windows Azure Storage buckets belong to 
 different dedupe domains.

Deduping data in the SSD tier of the CiS system has important implications for the  capacity 
data consumes throughout its entire life cycle, increasing the amount of data that can be 
stored in the CiS system and reducing the capacity consumed in Windows Azure  Storage. 
When you consider that the cost of cloud storage depends on the amount of  capacity 
 consumed, deduping it on-premises is a cost-saving benefit. 



 54 CHAPTER 4 Taming the capacity monster

Dedupe differences matter

Backup dedupe ratios are typically much higher than dedupe ratios for primary 
storage. Dedupe processes are I/O intensive, which can create performance 

problems for other concurrent storage processes. Backup dedupe doesn’t have 
any other storage processes to interfere with, but primary dedupe designs have to 
consider the performance of primary storage. Two ways to reduce the performance 
impact of dedupe is to put the dedupe data on low-latency storage and use a less 
aggressive dedupe process. 

Although the dedupe ratios for primary storage are less than they are for backup 
storage,theycanbeleveragedinmoresignificantways.Forstarters,deduping
 primary storage directly counteracts the effects of data growth—which means 
the IT team does not have to purchase storage capacity as frequently. Deduping 
primary storage can also act like source-side dedupe, which reduces the amount 
of data that needs to be copied during data protection operations, for example, 
nightly cloud snapshots will copy less data to Windows Azure Storage. 

Compression completes the reduction 
The HDD data tier in a CiS system contains data that has been both deduped and  compressed. 
As fingerprints age further and are accessed less frequently in the SSD tier, they are moved 
from SSDs, compressed to further reduce their capacity footprint, and written to HDDs. Data 
that is not likely to benefit from compression, such as media data that has already been 
 compressed, is identified and skipped by the compression stage. Fingerprints that become 
more active while they are in the HDD tier are automatically moved back to the SSD tier.

As with dedupe, the data reduction benefits of compression are realized, not only by 
 making more efficient use of resources on the CiS system, but by reducing the amount of 
data that is copied during cloud snapshots and reducing the capacity needed for them on 
Windows Azure Storage. 

Summary

IT teams looking for ways to manage data growth have many things to consider,  including 
how often they will need to upgrade the capacity of their storage systems and what the 
associated management overhead is. Automated storage and data management tools that 
provide flexible ways to structure storage and lower its costs are highly valued.

Virtual server tools, such as SVMotion and Windows Live Migration, that migrate VM data 
from one storage system to another are an effective way to manage capacity crises when 
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they occur. The Microsoft HCS solution works in these environments and  provides a great 
 destination for migrated VM data due to the elastic nature of its hybrid storage  architecture.

Thin provisioning has proven itself as one of the best tools for dealing with data growth 
by allocating capacity dynamically to expandable storage volumes, instead of parceling it in 
advance into fixed-sized volumes. Nonetheless, the IT team needs to carefully manage the 
overall capacity of a thin provisioning system to avoid hitting the proverbial storage wall.  
The Microsoft HCS solution is a thin provisioning system that uses cloud-as-a-tier with 
Windows Azure Storage to create an expandable amount of storage that is shared among 
multiple expandable volumes. 

Scale-up and scale-out storage architectures that were developed for enterprise  storage 
have both hardware and facilities costs that companies want to control. The scale-across 
 architecture of the Microsoft HCS solution is a completely new approach that automatically 
expands storage into Windows Azure Storage and significantly reduces the  on-premises 
 storage and management costs. As data grows, additional capacity is allocated from the 
cloud instead of consuming data center resources. 

Built-in data reduction processes also contribute heavily to reducing the impact of data 
growth. Primary deduplication and compression that occurs early in the data life cycle 
increase the efficiency of storage wherever data is stored, whether it’s on low-latency SSDs, 
capacity-oriented HDDs or low-IOPS Windows Azure Storage. The next chapter, “Archiving 
data with the hybrid cloud,” talks about how that efficiency applies to archived data in 
 Windows Azure Storage.
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Archiving to tape 
IT teams often choose tape for storing digital archives because it is the least expensive option. 
Tapes can be stored for long periods of time with minimal operating costs, although they 
should be stored in low-humidity, air-conditioned facilities and be maintained by periodically 
rewinding them and checking their error rates, which may necessitate making new copies.

While data transfer speeds for tape are very good, the time it takes to retrieve tapes 
from an off-site facility is not. In addition, if no disk-resident archive index exists to identify 
the files or messages with pertinent data and map them to individual tapes, the process of 
finding  archived information, that may have been stored across a large number of tapes, can 
take days or weeks. In this case, the best approach may be to restore the contents of archive 
tapes to a temporary disk storage volume and then search the data there. Depending on 
the amount of disk capacity available, this process may need to be repeated multiple times, 
 clearing out the capacity of the temporary search volume each time and refilling it with data 
from different archive tapes. The money saved using tapes for archiving can be offset by 
lengthy data searches through the archives. Courts have not shown much patience in these 
matters and have levied expensive penalties to businesses that have not been able to produce 
data in a timely manner. 

Archiving to disk
High-capacity disk systems are also used for archiving, even though they are much 
more  expensive to operate than tape. A feature, referred to as drive spindown, has been 
 incorporated into some disk systems to reduce power and cooling costs by selectively 
 stopping individual disk drives in the storage system. When data is needed on drives that are 
spun down, the system starts them again and reads the data. The problem with  spindown 
technology is that disk drives are generally not made to be powered on and off and 
 sometimes they do not respond as expected. Application performance can also be erratic.

There is no question that disk is superior to tape for searching with eDiscovery solutions. 
The immediate access to files and the ability to search both production data and online 
archived data on disk saves everybody involved a great deal of time—which is a big deal 
to corporate legal teams. However, disk-based archiving still requires some form of disaster 
protection, which is usually tape, and all the overhead related to data protection, including 
administrative time, equipment, media, and facilities costs. 

Archiving to cloud storage
Cloud storage is another option for archiving data that will evolve in the years to come with 
new cloud storage services. There are many variables to consider with cloud-based data 
archiving, including the type of interfaces used and the level of integration with on-premises 
storage. For example, cloud storage for archiving could be achieved by making it look like 
 virtual tape in the cloud for backup, as discussed in the section titled “Comparing recovery 
times with cloud storage as virtual tape” in Chapter 3, “Accelerating and broadening  disaster 
recovery protection.” In general, disk-resident indices that are accessed on-premises to 
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 identify data objects in the cloud should be used for the same reasons they should be used 
with tape.

Another important consideration for using cloud storage for archival and compliance 
 purposes is the documentation that is required by regulations. A cloud  solution for corporate 
compliance needs to meet fairly strict guidelines to be a valid solution.  

 The remainder of this chapter examines Microsoft HCS as storage for long-term data 
archives using Windows Azure Storage.

Archiving with the Microsoft HCS solution

IT professionals are accustomed to thinking about archiving and backup as two related but 
different tasks and practices. The data and media used are often managed and maintained 
separately. Confusion over tapes for backup and archive can result in archive tapes being 
overwritten by backup processes and unexpected problems during recoveries. The media and 
equipment for tape backup and tape archiving might be similar, but the practices for both are 
decidedly different. 

In contrast, Microsoft HCS automates both archiving and backup using cloud snapshots to 
upload fingerprints to Windows Azure Storage. Cloud snapshots used for backups typically 
expire in a few days to a few months, but cloud snapshots used for archiving may expire many 
years in the future, depending on compliance and governance requirements for archives. 

Data archiving with Windows Azure Storage 
Windows Azure Storage is being used successfully for data archiving. One of the most 
 obvious advantages is that data stored there is off-site, but online, combining remote 
 protection against site disasters with immediate access. Combined with the geo-replication 
service, Windows Azure Storage makes it significantly easier for IT teams to comply with 
 regulations that mandate multisite disaster protection for archived data. 

Archived data can be uploaded or downloaded from multiple corporate locations, 
enabling IT teams to flexibly design archiving workflows while simultaneously providing a 
centralized repository for accessing and exchanging data archives. Consolidating archives in 
Windows Azure Storage simplifies management of archived data by reducing the number of 
variables involved, including security management and encryption keys for all stored data. 

As mentioned previously in the section “Archiving to cloud storage,” it is recommended 
that data archived to the cloud for long-term storage be searchable through on-premises, 
disk-resident indices. 
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Compliance advantages of Windows Azure Storage 
Compliance with regulations can be complicated, especially the documentation that 
is  required by auditors. Windows Azure has a website called the Trust Center that has 
 information about compliance topics related to Windows Azure, including the HIPAA 
 Business Associate Agreement (BAA), ISO/IEC 27001:2005 certification, and SSAE 16 / ISAE 
3402  attestation. Windows Azure Storage services are named features for these compliance 
 documents. The URL for this site is: http://www.windowsazure.com/en-us/support/trust-center/
compliance/.

Integrated archiving with the Microsoft HCS solution
Long-term storage for archived data is an integrated feature of the Microsoft HCS  solution. 
Data can be kept for an extended period of time on Windows Azure Storage simply by 
 configuring cloud snapshot operations for that purpose. The next section, “A closer look at 
data retention policies with the Microsoft HCS solution,” describes how this is done. 

An important advantage of archiving with the Microsoft HCS solution is that archived data 
on Windows Azure Storage is viewable on-premises by scanning folders or mounting cloud 
snapshots. The details of how this works depends on how archiving is implemented, either by 
archiving data in-place or by copying data to archive folders.

Archiving data in place provides default archival storage for the contents of a storage 
volume. It is essentially the same as backing up data with cloud snapshots, but with extended 
data retention policies for storing data in the cloud. IT team members can view data that was 
archived in place and later deleted from primary storage by mounting cloud snapshots that 
were taken before the data was deleted. For instance, a cloud snapshot with a data retention 
policy of five years could be mounted to look for archived data that was deleted from primary 
storage any time in the last five years.

Often IT teams want to create special folders for archive data. Containerizing archives 
this way may be required by archive software or best practices designed to enforce  special 
 treatment of archived data. For instance, an archive volume could be established with 
 long-term data retention policies so that data written to it would be  protected, long-term, by 
the next cloud snapshot process that runs.

A closer look at data retention policies with the Microsoft 
HCS solution
To illustrate how cloud snapshots are used for both backup and archiving, we’ll follow 
the processes of using cloud snapshots to retain data for different lengths of time. Let’s 
 consider two cloud snapshot operations, referred to as CSbackup and CSarchive. CSbackup is 
 configured to retain data for one week and CSarchive is configured to keep data for one year. 

Assume a new fingerprint, FP1, is created before CSbackup runs. CSbackup then uploads 
a copy of FP1 to Windows Azure Storage and, at the end of its process, uploads an updated 

http://www.windowsazure.com/en-us/support/trust-center/compliance/
http://www.windowsazure.com/en-us/support/trust-center/compliance/
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version of the metadata map, MM1. MM1 contains pointers to all the fingerprints that were 
on premises when CSbackup ran, including FP1. The hybrid data management system is also 
updated, including a reference linking FP1 with CSbackup. For the next week, MM1 could be 
used to restore the CiS system as it existed when CSbackup ran.

Now, let’s assume a second new fingerprint, FP2, is created before CSarchive runs. When 
CSarchive runs, it uploads a copy of FP2 to Windows Azure Storage and then uploads an 
 updated version of the metadata map, MM2. This version of the metadata, MM2, has pointers 
to all the fingerprints that were in the system at the time, including FP1 and FP2. The hybrid 
data management system is also updated, linking FP1 and FP2 with CSarchive. 

Next, assume that the retention period for CSbackup expires. At this point, metadata map 
MM1 is deleted from Windows Azure Storage and the hybrid cloud management system is 
updated to remove all the references linking fingerprints to CSbackup. However, MM2 and 
all its fingerprint links still exist, including those for FP1 and FP2. MM2 and all the fingerprints 
linked to it will be retained in Windows Azure Storage for the next year and can be used to 
restore the data that was on-premises when CSarchive ran.  

Fingerprint expiration and managing temporary data
Fingerprints are deleted from cloud storage when there are no longer any metadata maps 
that reference them. Let’s assume a very simple scenario where a volume is protected by a 
single cloud snapshot that expires in one week. If no other cloud snapshots are run, eight days 
later the hybrid cloud data management system will remove all links to that cloud snapshot 
and the metadata map and the expired fingerprints will be deleted. If another cloud snapshot 
is run again on the volume, the fingerprints and a new metadata map would be uploaded 
again.

Policies and practices for protecting temporary volumes are easily established so that 
 unimportant data does not consume cloud storage capacity longer than necessary. For 
 example, a member of the IT team could be working on a project that requires testing a 
process or application where data is stored for a week and then is discarded. Snapshots for 
this volume can be setup to make daily copies that expire in two days. At the end of testing, 
the volume and its data can be removed from the CiS system, and two days later, all its data 
in the cloud will expire and be removed from cloud storage.  

Cloud snapshot policies for long-term digital archives 
Every cloud snapshot has a data-retention policy that determines when it will expire. Each 
volume in a CiS system can be covered by multiple cloud snapshots with different policies and 
retention periods. 

To illustrate, a hypothetical mix of data-retention policies can be created to keep weekday 
cloud snapshots for 15 days, weekend cloud snapshots for 8 weeks, beginning-of-the-month 
cloud snapshots for 36 months, and beginning-of-the-quarter cloud snapshots for 10 years. 
Although it would be highly unlikely for this sequence of snapshots to be fully realized  
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(10 years is a long time to keep doing anything the same way), if it did there would be a total 
of 99 cloud snapshots for this volume (15 + 8 + 36 + 40).  The IT team would be able to restore 
the volume as it existed for each of the last 15 days, the last 8 weekends, the first day of the 
month for the last 36 months, or the first day of the quarter for the last 40 business quarters. 

Snapshot granularity and aligning volumes with snapshot policies
All snapshots in the Microsoft HCS solution are done at a volume level. There is no way to 
separate the data from different applications into different snapshots if they are in the same 
volume. They will all be combined together in one snapshot.

The IT team can work with business managers in their organizations to determine what 
the data-retention policies should be for the data they are creating and using. It may be 
 advantageous to align application data into different volumes based on their retention 
 requirements. For example, a department that needs to retain a small amount of data for a 
long time should probably be kept in a different volume from a department that needs to 
store a lot of data but retain it only for DR purposes. Otherwise, a lot of data will be kept for a 
long time that does not require that level of protection.

Managing policies for migrated volumes 

The section “Migrating data with server virtualization technology” in  Chapter 4, 
“Taming the capacity monster,” discussed storage migrations in VM  environments. 

It is important for IT teams to remember that data protection  policies will likely 
change when the VMDK or VHD is moved to another storage system. IT teams are 
 advised to align migrated VMs with policies and practices that maintain continuity 
with previous archives.

Using the Microsoft HCS solution as secondary storage for enterprise 
data archiving
As discussed previously in the section “Integrated archiving with the Microsoft HCS solution,” 
 special volumes can be established with extended data retention policies for storing archived 
data. This is useful for IT teams that want to use the Microsoft HCS solution for offloading 
archive data from an enterprise storage system that is running low on capacity. This tends to 
work best when the archive software is able to migrate data from their existing on-premises 
 storage system to the Microsoft HCS solution, but other techniques such as migrating virtual 
machine disks can be used. Unlike most volumes that have cloud  snapshots configured for 
both short-term and long term data retention, archive volumes could be  configured with only 
long-term data retention policies.  

When the Microsoft HCS solution is being used this way for storing migrated data from 
another  enterprise storage system, it is referred to as secondary storage. The transparent 
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and  incremental capacity expansion characteristics also apply to archive volumes and enable 
IT teams to archive large amounts of data without worrying about  overfilling their primary 
 storage capacity, all while automatically protecting it on Windows Azure  Storage. 

Figure 5-1 shows the Microsoft HCS solution being used as secondary storage for an 
enterprise  archiving system. The CiS system component of the solution is connected to a file 
server that provides LAN access to the archive server that is migrating the data. 

FIGURE 5-1 Archive data is migrated from primary archive storage connected to an archive server to a file 
server connected to Microsoft HCS.

Meeting regulatory requirements for privacy, data 
integrity, and availability
The Microsoft HCS solution protects the privacy of individuals by encrypting data in-flight 
 between the CiS system and Windows Azure Storage and at rest in the cloud. In other words, 
all data uploaded to the cloud is encrypted from the time it leaves the CiS system. 



 66 CHAPTER 5 Archiving data with the  hybrid cloud 

Data integrity is enforced through the use of hashing algorithms that are calculated for 
every fingerprint in the system. Every time a fingerprint is read, its hash value is compared to 
ensure its data integrity. 

Replication services in Windows Azure Storage provide availability by making three copies 
of  uploaded fingerprints and storing them in different fault domains. The geo-replication 
 service of Windows Azure Storage provides geographically remote  protection to another 
Azure data center where another three copies of the data are kept. 

Archiving data from ROBO locations
ROBO locations pose problems for the IT team due to the lack of IT skills in those locations. 
However, that does not mean they are exempted from complying with regulations. The 
Microsoft HCS solution can be deployed in ROBO locations to automatically create long-term 
archival copies of data generated and captured there. The IT team can manage ROBO archive 
data remotely, ensuring the privacy of data archived in Windows Azure Storage through the 
strong encryption provided by the Microsoft HCS solution.

Summary

Digital archiving is a growing concern for most IT teams due to the necessity and challenges 
of complying with regulations and policies. IT teams are looking for solutions that help them 
comply with regulations and reduce the cost of archiving by reducing the cost of archival 
storage and by automating the process. 

The Microsoft HCS solution features Windows Azure Storage and is capable of storing data 
for many years in compliance with government regulations. Windows Azure has achieved 
several important compliance milestones including the HIPAA Business Associate Agreement 
(BAA), ISO/IEC 27001:2005 certification, and SSAE 16 / ISAE 3402 attestation.

Cloud snapshot policies determine the length of time that data is retained in the cloud and 
are easily customized to fit a wide variety of data retention requirements. IT teams can choose 
to archive data in place or in special archive volumes, or choose to use the  Microsoft HCS 
solution as secondary storage for offloading existing enterprise storage systems.  Encryption 
 technology protects privacy, hashing provides data integrity checks, and Windows Azure 
 Storage replication services provides availability and DR protection.

The next chapter, “Putting all the pieces together,” looks at the broader system  capabilities 
of the Microsoft HCS solution and discusses a number of use cases where IT teams can 
 successfully deploy it.
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Putting all the pieces 
 together
Chapters 2-5 discussed how the Microsoft hybrid cloud storage (HCS) solution 

 protects data, provides disaster recovery (DR) protection, manages storage capacity, 
and archives data. This chapter explains how it does all of this by leveraging fingerprints 
as data objects that are accessed directly on Windows Azure Storage and on-premises.

It’s important to have realistic performance expectations for enterprise storage and 
the Microsoft HCS solution is no exception. Its scale-across architecture delivers  excellent 
performance while accommodating the enormously high latencies that cloud data 
 transfers have. But, like all other storage solutions, it has strengths and weaknesses that 
need to be understood. The performance discussion in this chapter will give readers a 
way to understand the types of workloads that work best for the solution. To close the 
chapter, a number of use cases are discussed that show the versatility of the Microsoft 
HCS solution.    

The complete picture of hybrid cloud storage

The comprehensive storage functionality of the Microsoft HCS solution is enabled by a 
data structure that follows the hybrid cloud management model discussed in Chapter 1. 
The Cloud-integrated Storage (CiS) system on-premises is much more than an edge device 
or gateway that transfers data between two dissimilar environments; it divides common 
storage tasks between on-premises and cloud storage. The CiS system and Windows 
Azure Storage assume complementary roles as they exchange data and management 
 information across the hybrid cloud boundary. The CiS system manages the elements and 
operations that are pertinent to on-premises storage and Windows Azure Storage provides 
the application programming interfaces (APIs) and services for storing and protecting data 
off-site in the cloud. To get a better understanding of how this works, we return to an 
examination of fingerprints.
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Thesystemoffingerprintsandpointers
When data is initially written to the CiS system it is stored as block data and placed in 
an  input queue, waiting to be deduped. This input queue is also referred to as the linear 
tier. Data in the linear tier is a very small percentage of all the data in the system, and like 
 fingerprints, it is protected by cloud snapshots.

When data exits the linear tier, it is run through the dedupe process and if there is a match 
to an existing fingerprint, the data is assigned to that  fingerprint’s pointer. If the dedupe 
 process does not find a matching fingerprint, a new  fingerprint is generated, and a new 
pointer is created mapping the incoming data to the new fingerprint. It follows that the block 
storage address spaces that are exported externally to servers are mapped internally by 
pointers to fingerprints. When a server accesses data stored by the Microsoft HCS solution, 
the CiS system looks up the fingerprints needed to service the request using these pointers. 

Fingerprints can be stored on any tier, determined by how recently they were accessed. 
 Every tier is managed as a queue where least recently accessed fingerprints are moved to 
lower tiers as part of capacity management. 

The pointers that map block storage to fingerprints are sometimes called the metadata. 
Metadata is also tiered by the system based on least recently used information but the tiering 
of fingerprints and metadata are independent of each other. In general, metadata is located 
on a tier with less latency than where the fingerprints are placed in order to minimize the 
performance impact of looking up fingerprints. 

Fingerprints provide a data abstraction across all tiers, including the cloud tier in Windows 
Azure Storage. They are identified uniquely, by name, regardless of which tier they are in. 
Fingerprints stored in Windows Azure Storage are not encapsulated in other data formats, 
such as tape formats, and are managed as part of a single hybrid data management system. 
This allows fingerprints to be immediately accessed by all storage functions, without having 
to convert and load them into primary storage before using them. Fingerprints stored in the 
cloud tier are encrypted,  however, so they must be unencrypted before they can be used 
again on-premises.

Because the Microsoft HCS solution uses the same names for fingerprints on-premises as is 
the cloud, tiering is done by updating metadata to use a fingerprint’s cloud copy.  Tiering this 
way is much faster and more efficient than uploading data and helps explain how  capacity 
can be reclaimed so quickly when facing a sudden influx of new data. 

Recovery operations also leverage the fingerprint naming scheme. Using the  pointers 
 downloaded with the metadata map, a recovery CiS system can access and download the 
 fingerprints needed to fulfill IO requests from servers. As the fingerprints are downloaded to 
the CiS system they are placed in the SSD tier and their  pointers are updated to reflect their new 
location. The name of the fingerprint does not change. 
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Followingthefingerprints
Managing fingerprints across the hybrid cloud boundary transforms standard  storage 
 functions by eliminating certain constraints that have long been a part of storage operations. 
Unlike the capacity limitations of thin provisioning in other storage systems,  
thin provisioning in the Microsoft HCS solution is continuously  expandable through  
cloud-as- a- tier  functionality. Unlike snapshots in other storage systems that  consume  
on-premises  storage capacity, cloud snapshots with the Microsoft HCS solution are stored 
in Windows Azure Storage where they are also automatically protected from disasters. 
 Unlike backups that require additional types of storage and different management  practices, 
 automated cloud snapshots with the Microsoft HCS solution are just another part of the 
hybrid data management system.  Unlike remote replication in other storage systems that 
 requires  duplicate equipment, software, management and facilities, storing fingerprints in 
Windows Azure Storage requires no such additional capital investment, management or 
facilities overhead. Unlike tape-based DR that is highly error prone and nearly impossible to 
test and prepare for, DR with the Microsoft HCS solution is deterministic and can be tested 
relatively quickly with far fewer interruptions. 

While fingerprints can be stored across all tiers, different storage functions direct 
 fingerprints to be stored either on-premises or in Windows Azure Storage. Figure 6-1 shows 
the storage locations for primary storage, cloud snapshots, local snapshots, secondary archive 
storage, and tiered primary and secondary storage.

There is a data flow implied in Figure 6-1, starting at the bottom when data is written to 
the CiS system by the servers using it. Three storage functions store and access data in the 
CiS system: primary storage—where data is stored for everyday operations; local snapshot 
storage—for local point-in-time copies of file versions; and secondary archive storage—for 
storing long-term digital archives that were generated independently with archiving software 
and migrated to a CiS system.

There are three storage functions shown in the Windows Azure Storage cloud: primary 
storage with data that was tiered to the cloud, cloud snapshot storage for off-site backup and  
DR protection, and tiered secondary archive storage.

The remote Windows Azure Storage data center cloud in the upper right corner of  
Figure 6-1 is storing fingerprint copies that were transferred to it by the Windows Azure 
geo-replication service. To clarify, Windows Azure Storage is subdivided into multiple fault 
domains and data stored in Windows Azure Storage is already replicated three times within 
each data center. Geo-replication provides protection in case a site disaster strikes a Windows 
Azure data center.
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FIGURE 6-1 Servers access the Microsoft HCS solution through an iSCSI network. Primary storage, 
secondary archives storage and local snapshots are located on the CiS system. Cloud snapshots DR 
and tiered primary and secondary archive storage are located in Windows Azure Storage. The data 
on Windows Azure Storage is also stored in a remote Windows Azure data center through the use of 
 geo-replication services in Windows Azure. 

Reprising the metadata map
Chapter 3, “Accelerating and broadening disaster recovery protection,” discussed the 
 metadata map and its role in disaster recovery operations. It is an excellent example of 
 management information in the Microsoft HCS solution that crosses the hybrid cloud 
 boundary as part of disaster recovery preparation and operations.  
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Understanding hybrid cloud storage performance
Implementing any storage solution requires a solid understanding of its performance 
 capabilities, strengths, and limitations. The Microsoft HCS solution is no different and its  
scale-across design results in some unique performance characteristics.

Even though there are high-performance components, such as NV-RAM and flash SSDs 
in the CiS system, the Microsoft HCS solution was designed primarily to be a solution for 
data growth problems. The cloud-as-a-tier storage function emphasizes this design goal by 
 putting dormant data in the cloud where access times are many orders of magnitude slower 
than in the flash SSD tier. In addition to storing data, the CiS system uses NV-RAM and SSDs 
for its dedupe processes, leveraging performance components to  create a capacity benefit. 

The old capacity versus performance trade-off

Performance and capacity utilization typically have an inverse relationship in 
storage products. In order to get the best performance out of many disk-based 

storagesystems,capacityutilizationissacrificedbyusingtechniquessuchasshort
stroking disk drives, which intentionally limits the range of motion of disk arms in 
the disk drives, thereby improving performance and reducing available capacity. 

Another technique is wide striping, which uses many disk drives in order to 
 increase the available input/output per second (IOPS) in the system. The more 
disk drives there are in a system, the more IOPS can be generated to support 
 transaction  processing applications. Performance is achieved by adding disk 
drives—and  capacity—with far less interest in optimizing capacity than in boosting 
 performance. Capacity utilization can be increased in wide-striping disk systems 
byfillingthemupwithdatafrommoreapplications,butattheriskofcreating
 contention for disk resources, which adversely impacts performance. 

StoragesystemsthatuseflashSSDsareturningthetablesontheold“performance
first”designsofdisk-basedstorage.TheIOPSgeneratingcapabilitiesofSSDsis
great enough that their performance can be used to increase capacity through 
techniques like dedupe—which are too IOPS-intensive to be practical on  disk-based 
storage systems.  Increasing the effective capacity through dedupe allows more 
datatobestoredinflashSSDs,whichimprovestheoverallperformanceofthe
system.

The best performance with the Microsoft HCS solution is achieved when the least amount 
of data needs to be downloaded from cloud storage. In other words, the working set of the 
data easily fits within the capacity resources of the CiS system.   
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Establishing the working set 
In normal (non-DR) scenarios, the CiS system selects the working set primarily on how 
 recently fingerprints have been used. Fingerprints that are accessed more frequently than 
others remain in the working set and those that are accessed less frequently are tiered 
to cloud storage. Other variables that impact working set selection are the availability of 
free storage resources in the CiS system and weighting factors for different data types. As 
 fingerprints are tiered to the cloud, the amount of available CiS storage capacity on-premises 
increases. Figure 6-2 illustrates how tiering fingerprints is determined by the relationship 
between their access frequency and the available storage in the CiS system.

FIGURE 6-2 Fingerprints are tiered to cloud storage based on their access frequency and the available 
capacity in the CiS system.

The working set in a CiS system is a dynamic entity that changes as new data is written to 
the CiS system and as applications and users change the data they are actively working with. 
When fingerprints that were previously tiered to the cloud are accessed and downloaded 
from the cloud, they are added back to the working set. 

Application volatility matters
Performance with the Microsoft HCS solution is not an exercise in perfection but in 
 probabilities. Applications may constantly change the data they access, but many are 
 reasonably predictable. Occasionally the CiS system will need to download data from 
 Windows Azure Storage that it had previously tiered there. That’s expected and is 
 accommodated by the design of the system.

The applications that tend to cause problems with the Microsoft HCS solution are those 
that have high data volatility—where they access a high percentage of large data sets in a 
relatively short period of time. These applications do not follow the traditional data life cycle 
that was discussed in Chapter 4, “Taming the capacity monster,” but access data randomly 
at unpredictable intervals. Examples of applications that have access profiles like this are 
 transaction processing applications and many database systems. Microsoft Exchange is 
 another application that can access data unpredictably.
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Avoid defrag!

D isk defragmentation utilities are considered best practices by some IT teams 
because they help maintain reasonable performance from their disk  storage 

systems. However, their impact on the Microsoft HCS solution has the exact 
 opposite effect by accessing all the data in the volume several times, ruining access 
histories for the data, and causing any data that had been tiered to the cloud to be 
downloaded. If the CiS system had been nicely over-provisioned and the working 
sets working well, defrag can spoil everything. 

Just don’t do it. Don’t defrag. Not only does it lack the ability to improve the 
 performance of the SSD tier in a CiS system, it also contributes to them wearing out 
faster. Other server utilities that access large amounts of data should likewise be 
avoided.

Migrating data to a CiS system
The Microsoft HCS solution works on the principal of over-subscription, where more data is 
stored by the combined hybrid system than fits in the capacity of the CiS system on-premises. 
The order that data enters the system is important because the working set is determined by 
access history. When data is first written to a CiS system, such as when copying data as part 
of a data migration, there is no established working set. If the amount of incoming data is less 
than the capacity of the CiS system, there is little to think about because the system will form 
a working set and tier data later. 

However, if the amount of incoming data is greater than the capacity of the CiS system, 
it makes sense to first copy the data that has been least recently accessed on its previous 
 storage location. With no established working set, the most recently written data stays on the 
CiS system and data that was copied first is tiered to the cloud.

While there may be a temptation to fill up a CiS system all at once with data to see how 
it works, it’s much more satisfying to take a more gradual approach and not over-run the 
 system, forcing it to tier data to the cloud. There are a few practices that can be used to 
achieve a smoother migration with the hybrid cloud storage solution from Microsoft. The 
first is to migrate data incrementally, a server or several servers at a time, over the course 
of several days. The second is to migrate data in an inverse order to application priority—in 
other words, plan to migrate the most important servers and applications last. The third is to 
start running applications using the migrated data as soon as the IT team is ready to in order 
to establish access history for their data.
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The geek-out way to migrate data into a CiS system

The optimal practice for migrating data to a new CiS system is to copy data 
based on its access dates in its pre-CiS storage. One way to do this would be 

tofirstcopyhalfthedatafromeachvolumethathasbeenleastrecentlyaccessed.
Then copy the other half of the data that was most recently accessed. That way 
the CiS system will have instant access history that roughly resembles the access 
 characteristics of the data before it was migrated. True geeks will think of all kinds 
of interesting ways to do this and, as usual, their mileage will vary.

Deployment scenarios for the Microsoft HCS solution

The versatility of the Microsoft HCS solution allows IT teams to use it many different ways. 
The sections that follow describe a number of them.

Refreshingfile-serverstoragetechnology
A common scenario for implementing the Microsoft HCS solution occurs when an IT team 
is refreshing file-server storage that is running out of capacity. These older storage systems 
may be supporting legacy applications that are still needed by the organization, but are not 
 heavily used and have diminishing value. They often contain a lot of dormant data but the IT 
team doesn’t have the time to find it and  archive it. Sometimes this storage is comprised of 
internal server disks and sometimes it is part of an older SAN architecture. The IT team knows 
they need to improve their ability to manage storage, but they want to reduce their storage 
costs instead of increasing them. 

Instead of buying a traditional storage system that has more capacity than they need, the 
IT team can deploy a Microsoft HCS solution and migrate the storage volumes from their 
existing file server storage systems onto the CiS system.  Migrations can be accomplished 
by copying files from one volume to another using server software utilities, or by using 
 SVMotion in VMware environments or Storage Live Migration in Hyper-V environments. 

Replacing backup technologies and processes
Chapter 2, “Leapfrogging backup with cloud snapshots,” described the problems of backup 
at length and how the Microsoft HCS solution solves them. To recap, many IT teams are 
looking for ways to streamline their backup processes and reduce the amount of time 
 administrators spend on backup processing every week. It’s not unusual for members of the 



 Deployment scenarios for the Microsoft HCS solution CHAPTER 6 75

IT team to spend a considerable amount of their time on repetitive backup tasks and  media 
 management. They are looking for new solutions that permanently change the backup 
 equation from something that is rife with problems to something that is automated and 
error-free.

Off-site transportation of backup data is also problematic. The recovery point (time in 
the past when data is recoverable) can be several days if tapes have not been taken off-site. 
Recovery times (how soon recovery can be finished) can also take longer than desired due 
to the time it takes to retrieve data from off-site storage. Tapes can be damaged during 
transport, lost, or stolen, which can create disastrous privacy and security exposures to the 
organization. 

The Microsoft HCS solution circumvents tape backup technologies and processes by 
protecting data with automated cloud snapshots to Windows Azure Storage. Cloud snapshots 
allow the IT team to get back almost all the time they used to spend on backup and spend it 
on other projects instead. 

Establishing DR competency 
Chapter 3, “Accelerating and broadening disaster recovery protection,” was largely  devoted 
to the problems IT teams have with DR and how the Microsoft HCS solution improves the 
 situation. To summarize briefly, data growth is making an already bad situation worse  because 
the amount of data that needs to be protected and later restored is too large  using existing 
technologies and processes. Backup processing can’t be counted on to complete within the 
backup window, which means data might not be  restorable. Many IT teams are struggling 
with how to protect a swelling volume of data across their systems and applications.  

IT teams recognize that their ability to recover is impaired. In many cases, they cannot test 
their recovery plans because the disruption to production operations would be too great, 
or if they do test them, they encounter too many problems and can’t finish. As a result, they 
can only guess what the recovery time objectives (RTOs) or recovery point objectives (RPOs) 
might be for their applications, and although they find this situation unacceptable, they don’t 
know what to do about it.

The Microsoft HCS solution gives the IT team a new, efficient DR tool. Cloud snapshots are 
much more efficient than other data  protection technologies, completing the task in much 
less time and  requiring far less  administrative effort. As importantly, successful recovery tests 
can be conducted with a relatively small amount of hardware and minimal interruptions 
to production operations. The CiS system used for the test requires an adequate  Internet 
 connection to access fingerprints and from there on, deterministic restores  ensure that only 
the metadata map and working sets are downloaded to establish realistic RPOs and RTOs.
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Externalizing BLOBs on large SharePoint installations  
Microsoft SharePoint is used in many organizations as a way to share and exchange files. 
SharePoint files are stored in a Microsoft SQL Server database that becomes larger as more 
employees share data this way. Eventually, the database may become so large that backup 
and recovery of SharePoint data can become a problem for the IT team. 

The Microsoft HCS solution addresses SharePoint backup and recovery by  externalizing 
 binary large object (BLOB) storage to the CiS system. This means the data files in the 
 SharePoint database are relocated to the CiS system, where they are referenced by a link 
 using a SharePoint API. Emptied of large data objects, backup and recovery is much faster.

Another benefit of externalizing BLOB storage with CiS systems is that BLOBs that  become 
dormant will be tiered to Windows Azure Storage. Tiered BLOBs can be accessed again 
quickly and transparently the next time somebody wants to use them, but they no longer 
contribute to data growth problems on-premises.

Controlling capacity for enterprise document management
Enterprise document management software helps organizations manage projects by 
 automating workflows and organizing large numbers of related documents on file servers. 
Document management repositories have a tendency to become quite large and require a 
great deal of storage capacity. Aging project data is rarely accessed, but the organization may 
be required to keep it in online to comply with contract terms and government  regulations. 
Off-site copies may also be required, which are made using time-consuming manual 
 processes or, more expensively, with storage  replication. The storage costs for document 
management can be high for a function that is largely  historical record keeping. 

Document management is a great example of a management function that can  benefit 
from primary storage dedupe. Many of the files are  derivatives of other files with slight 
 modifications made for different aspects of the project. With so much commonality in the 
data, dedupe ratios can be very good. The Microsoft HCS solution dedupes primary  storage 
and provides significant capacity relief for storing  documents. The cloud storage-as-a-tier  
feature of the Microsoft HCS solution allows capacity to be expanded transparently to 
 Windows Azure Storage. The scale-across architecture of the Microsoft HCS solution is an 
excellent match for the capacity needs of enterprise document management. 

Automating compliance coverage 
As discussed in Chapter 5, “Archiving data with the hybrid cloud,” all data stored on CiS 
 systems can be configured to have long-term copies made periodically by cloud snapshots for 
archiving purposes. This establishes a blanket of coverage that the IT team can automate for 
all data stored in the Microsoft HCS solution. 

The caveat for this is that data needs to be on the CiS system when a long-term cloud 
snapshot is run. Data that is deleted before then would only be held in Windows Azure 
 Storage until the expiration of any cloud snapshots that reference it. The IT team might want 
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to implement best practices that ensure data is not deleted prior to the next long-term cloud 
snapshot operation. For example, if the IT team sets up long-term cloud snapshots to run on 
the last day of the month, they would want to implement policies and take measures to keep 
data available for archiving purposes for a minimum of 31 days. 

Migrating archived data to secondary storage 
Archiving software stores data for historical purposes and creates metadata and indices for 
locating data that might be needed in the future. The archived data is typically stored on 
primary storage that is protected by backup or remote replication technology. Some IT teams 
want to continue to use their existing primary storage for recently archived data, but want to 
migrate older archives to secondary storage that costs less to own and operate.

The Microsoft HCS solution provides additional online capacity for archived data through 
its cloud-as-a-tier feature. Just as document management files tend to be derivatives of other 
files, archived data can also contain a high number of derivative files, which means primary 
dedupe can effectively reduce the capacity consumed. Archived data that is migrated to the 
Microsoft HCS solution can be protected by cloud snapshots with long-term data retention 
periods that ensure availability on Windows Azure Storage for many years into the future. 
Archived data stored on Windows Azure Storage is replicated three times across different 
fault domains in a Windows Azure data center and the option of using geo-replication exists 
for additional protection. 

Managing VM sprawl storage
Organizations that develop technology tend to make extensive use of server  virtualization 
technology. VMs allow developers to experiment with different ideas and to quickly and 
inexpensively test ideas. While VMs are virtually free to setup, they can have a very real 
cost in storage capacity long after they are no longer being used. VMs that are not in use 
 consume no processer resources, but if their storage volumes were not deleted, they continue 
to consume storage capacity. The IT team that supports the development team might not 
know if dormant volumes are important or not. Problems can occur when the primary storage 
they are on nears its capacity limits and the IT team has to make uninformed decisions about 
which ones to remove. 

The Microsoft HCS solution can be used to support this type of development environment, 
either as primary storage for the VMs or as secondary storage that the IT team migrates 
VM volumes to. Either way, there will likely be good dedupe ratios due to the commonality 
between operating environments and applications across VMs. If the IT team ever wanted to 
move a VM volume back to its original or another storage system, they could use SVMotion 
or Storage Live Migration to accomplish the task.
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ROBO data protection compliance
The Microsoft HCS solution helps IT teams comply with best practices for data protection as 
well as government regulations. Putting CiS systems in remote offices automates all aspects 
of data protection and gives the IT team access to the data that was uploaded to Windows 
Azure Storage by the remote offices. That means data from remote and branch  offices 
(ROBO) is available and can be quickly downloaded and recovered at a centralized location by 
the IT staff. 

 The solution also provides a way to securely distribute data to remote sites. For example, 
the IT team can use a cloud snapshot to upload marketing and sales information to a bucket 
in cloud storage and then access it by downloading the contents of the bucket (including the 
metadata map) to a new volume at each remote location.

Cloud storage for infrastructure managers

A lot of IT teams are looking for ways to exchange corporate data similar to how 
they use consumer cloud storage services, such as SkyDrive from Microsoft, 

but with more security and control. The Microsoft HCS solution provides a way for 
IT teams to do this that is completely under their control, secured by encryption, 
and with data integrity ensured. 

Summary

The scale-across architecture of the Microsoft HCS solution is unique in the industry. 
 Designed for the problems of data growth, it does more than simply transfer data between 
on-premises storage and cloud storage—it keeps data online and instantly accessible using 
the same names and data format regardless of where it is stored. This means data never has 
to be copied by additional storage products and processes, such as tape or dedupe backup 
equipment. It also explains how a fingerprint uploaded to Windows Azure Storage by a cloud 
snapshot during a backup operation can be used by the cloud-as-a-tier feature months later. 

The fact that data spans on-premises and Windows Azure Storage has important 
 implications for performance. The key to performance with the Microsoft HCS solution 
is maintaining a reasonably stable working set and knowing that least recently accessed 
 fingerprints are tiered first when the system needs to expand capacity.  Applications that do 
not have a high degree of volatility form the most predictable working sets. 

There are a number of ways IT teams can use the Microsoft HCS solution to solve their 
storage problems. In addition to the backup, disaster recovery, capacity growth, and 
 archiving examples detailed in Chapters 2-5, it also can be used very effectively for enterprise 
 document management and for large Microsoft SharePoint environments. 
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The Microsoft HCS solution is still a relatively new development in enterprise storage. 
It will be interesting to see what new capabilities it assumes in the years to come and what 
influence it might have on the rest of the industry. For a hypothetical discussion on that topic, 
turn to the next and last chapter, “Imagining the possibilities with hybrid cloud storage.”
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Imagining the possibilities 
with hybrid cloud storage
Cloud computing has enormous potential as an infrastructure technology, but as the 

new kid on the IT block, it has a lot of catching up to do to match the enormous 
legacy of on-premises technologies and practices. Therein lies the importance of hybrid 
cloud computing—the integration of on-premises and cloud infrastructures to achieve 
the best of both worlds. Over the coming decade, hybrid cloud computing will surprise 
people in the directions it takes and the solutions that sprout from it. This chapter takes 
a  hypothetical look at the future of hybrid cloud storage and what role the Microsoft 
hybrid cloud storage (HCS) solution may play in it.  

NOTE Thischapterisapieceoftechnologyfictionthatisbasedonthestateof
hybridcloudstoragetechnologytodayandprojectinghowitmightdevelopinthe
years to come. Hybrid cloud storage is certain to have an interesting future that will 
be shaped by unforeseen events, technical inventions, and business changes. This 
chapter is bound to get some things wrong but, with some luck, may get a few things 
right. Read at your own risk.

Thanks to VMs, everything done in data centers 
today can be done in the cloud tomorrow

Servers, storage, networking, and management applications can all be provided in 
 Infrastructure-as-a-Service (IaaS) offerings from cloud service providers (CSPs). The 
 services that CSPs offer are continually evolving, with much of the progress coming 
in the form of instantly available virtual environments. For example, Windows Azure 
enables IT teams to easily and quickly create and manage VMs, storage, and virtual 
network connections using Windows PowerShell scripts or the Windows Azure browser 
management portal.

MORE INFO An excellent blog post on setting up Windows Azure environments can 
be found here: http://sqlblog.com/blogs/buck_woody/archive/2013/04/17/creating-a-
windows-azure-virtual-machine-the-right-way.aspx
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VMs have become the granular infrastructure building blocks of corporate data centers. 
With VMs everywhere on premises and VMs everywhere in the cloud, it follows that  effective 
VM portability across the hybrid cloud boundary will be an important enabler to hybrid 
 infrastructures. IT teams want to copy successful VM implementations between their data 
centers and the cloud where they can be run with different goals and circumstances. VM 
 portability provides the flexibility to change how processing is done and is a guard against 
being locked in by any one CSP. System Center 2012 App Controller is an example of a 
 management tool that automates the process of uploading and installing VMs in Windows 
Azure, and it is an excellent example of the progress being made to integrate cloud and 
 on-premises data centers.

There will always be differences between the things that on-premises and cloud data 
 centers do best. Certain types of applications and data are likely going to stay on premises, 
while others can only be justified economically in the cloud. Then there will be everything 
else that probably could be run either on premises or in the cloud. The final decision on those 
will be made based on cost, reliability, and security.

Infrastructure virtualization
Abstracting physical systems as VMs started a revolution in computing that continues today 
with cloud computing. The initial breakthrough technology for VMs was VMware’s ESX 
 hypervisor, a special operating system that allowed other guest operating systems to run on it 
as discrete, fully-functioning systems. IT teams used ESX to consolidate many server instances 
onto a single physical server, dramatically reducing the number of physical servers and their 
associated footprint, power, and cooling overhead. There are several hypervisors in use 
today, including VMware’s ESXi and Hyper-V, which is part of both Microsoft Server 2012 and 
 Windows Azure. 

But virtualization technologies have been around for much longer than ESX. The 
 technology was first invented for mainframes, and both virtual networking and virtual storage 
were well-established when the first VMs from VMware were introduced. Virtualization is one 
of the most important technologies in the history of computing and will continue to be.

In addition to VMs, virtual switches (v-switches) and virtual storage appliances (VSAs) 
were also developed to run on hypervisors in server systems. Of these three virtualized 
 infrastructure technologies, VSAs have been the least successful at imitating the functionality 
of their corresponding hardware systems. This is not so hard to understand considering the 
performance challenges of running a storage system developed for specialized hardware on a 
PC-based hypervisor. 

However, hypervisors in the cloud are different, simply by virtue of where they run, and are 
much more likely to attract the interest of storage vendors. The most successful infrastructure 
transitions tend to be those that require the least amount of change and storage vendors will 
want to sell VSA versions of their on-premises products to ensure that customers making the 
transition to the cloud will continue to use their technologies—whether they are products or 
services. 
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Orchestrating clouds
IT teams are always looking for ways to manage their infrastructures more efficiently. 
 Installation wizards simplify deployment by defining resources and initiating operations 
and connections between them. But wizards are usually limited in scope to automating the 
deployment of a single product or service. The next level of automation that coordinates the 
deployment of multiple products and services is called orchestration. Orchestration automates 
multiple complex setup and configuration tasks for technologies that work together to form a 
solution. 

Orchestration is an excellent example of a relatively new technology area with enormous 
potential for managing hybrid cloud computing environments. As orchestration matures, the 
breadth and depth of the automation it provides will expand. Eventually, orchestration may 
be able to create complete virtual data centers by defining all the VMs, storage volumes, 
virtual networks, data management processes, and policies on both sides of the hybrid cloud 
boundary. 

For example, orchestration could be used to create a group of VM servers for several 
departments, the VLANs they use to access a CiS system on-premises, the storage volumes 
on the CiS system, the Windows Azure storage bucket to expand the capacity for these file 
servers, and the cloud snapshot policies for daily data protection and end of month data 
archiving.

The rise of the pocket data center?

Automated orchestration of virtual resources in hybrid cloud  environments will 
transform IT. Free from the time-consuming drudgery of installation planning 

and change management, IT teams will turn their focus to managing applications, 
data, devices, and people. 

Just as there is role-based administration of systems today there will be  role-based 
orchestration in the future. Informed and guided by policies and templates, 
 role-based orchestration will enable IT team members to create miniature  virtual 
datacenters(VDCs)forspecificbusinessmissions.Forexample,role-based
 orchestration could allow an IT team member to create a virtual data center that 
provides public information and forums about a new product while simultaneously 
conducting data analysis from internal and external sources to help generate the 
sales forecasts used by manufacturing.  
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Managing data growth in a hybrid cloud 
Organizations using hybrid cloud designs will expect to limit the costs of running their own 
corporate data centers. Considering the cost of storage and the rate of data growth, it  follows 
that most of the data growth needs to be absorbed by cloud storage while  maintaining 
steady storage capacity levels on premises. The Microsoft HCS solution provides an  excellent 
way to limit capacity growth on-premises by deduplicating primary storage and using 
the cloud as a tier for low-priority data. There is nothing particularly futuristic about that 
 however, because the solution does that already.

Another way to limit the storage footprint on-premises is to migrate applications to the 
cloud. Just as the Microsoft HCS solution migrates lower-priority data to the cloud, the 
 applications that are migrated from the on-premises data center to the cloud could also have 
lower priorities, and less sensitivity to the effects of migration.

Data portability in the hybrid cloud

Hybrid cloud designs will accommodate diverse and changing workloads by providing 
 computing resources for unique and temporary projects, as well increasing capacity for 
expanding applications on premises. In theory, the flexibility of hybrid cloud computing will 
enable IT teams to move applications and data according to changes in business priorities. 

For these things to transpire, it must be possible to transfer both the applications and 
their data across the hybrid cloud boundary. Data portability is an aspect of hybrid cloud 
 technology that will likely see a lot of development in the years to come. The sections that 
follow discuss aspects of data portability in hybrid clouds and how the Microsoft HCS solution 
could provide it.

Migrating applications and copying data 
Data and the applications that use it must be located in the same data center for  performance 
reasons. Because the amount of data is usually much larger than the application software, 
the migration process will be effectively gated by the time it takes to complete the data 
 migration. 

Migration time is the amount of time it takes between shutting an application down in 
one location and starting it in another. Unlike disaster recovery (DR), where some of the most 
recently changed data might be lost, migrations are expected to completely copy all data. In 
other words, there is no recovery point where migrations are concerned and there will always 
be some amount of data to copy for an application migration. 

Copying a lot of data takes a long time, even when there is a lot of network bandwidth 
available. So, if the goal is to minimize migration time, it follows that minimizing data transfer 
times is paramount. Data protection technologies that copy only recently changed data to a 
remote site, such as replication, continuous data protection (CDP), and cloud snapshots, may 
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be useful. There will undoubtedly be several different approaches developed to decrease 
migration time in the coming years.

The Microsoft HCS solution could be used for application/data migrations someday. Here’s 
a quick overview of how it might work:  After pausing the application, the IT team would 
take a cloud snapshot, which would upload the most recently written data and the most 
recent metadata map. After the cloud snapshot completes, they would start a CiS VSA in the 
cloud that would access and read the metadata map and copy the data to where it would be 
 accessed by the application running in the cloud. This is not much of a departure from the 
way deterministic recoveries are done today with the Microsoft HCS solution. 

Can you get there from here?
Cloud data centers can do many of the same things that on-premises data centers do, but 
they are distinctly different. One way they differ is the method used to access, write, and read 
data. The most popular cloud storage service is object storage, which provides buckets for 
storing data. The CiS system in the Microsoft HCS solution accesses data stored in Windows 
Azure storage buckets using the Windows Azure Storage API.

By comparison, data center storage is typically accessed through remote file systems and 
block storage interfaces. This means VMs and VSAs in the cloud might need to use a  different 
data access method than they do on premises. This is not an insurmountable challenge, 
but it’s not necessarily trivial either, and its solution has to be built into VMs, VSAs, or cloud 
 services. 

You call that an infrastructure? 

C loud data centers have the basic server, storage, and network elements of an 
infrastructure, but from the perspective of the IT team, they are missing a lot of 

the elements they work with on a regular basis, including NICs, HBAs, device drivers, 
backup systems, tapes, cables, and power.  Avoiding all these  infrastructure bumps 
in the road is the point of cloud computing, after all. The idea of  infrastructure as a 
service should be to simplify the work of providing resources so more attention can 
be paid to applications, data, devices, and people. 

Like anything else in IT, there are big differences between rookie-level and 
 guru-level plays. The best hybrid clouds will be designed by people that understand 
the nuances and details of virtual appliances and how to make them operate most 
effectively in various cloud platforms. In the years to come, organizations will likely 
be looking for cloud administrators who know their stuff. The combination of cloud 
and virtualization skills will be highly desired by IT teams looking for individuals 
thatcangetthecloudjobdone.
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Virtual disks as a porting medium
One solution to data portability is to copy the VM’s VMDK or VHD file across the hybrid cloud 
boundary. The hypervisors managing those VMDK/VHD files could also manage this task or 
special import/export processes could be used. That said, storage developers have always 
found ways to add value where data transfers are concerned and will likely find ways to 
offload this work to participate in hybrid cloud data migration scenarios too. 

Emulating on-premises storage methods as a service
A different approach to solving the problem of different data access methods on-premises 
and in the cloud is to provide cloud storage services that emulate on-premises storage. In 
other words, a service that allows data to be stored and accessed in the cloud by  applications 
using the same storage methods as servers running on-premises. Amazon’s Elastic Block 
 Storage (EBS) and Windows Azure Drive are examples of this type of storage emulation. 

One potential application for block storage access in the cloud is storage-based 
 replication. As discussed in Chapter 3, “Accelerating and broadening disaster recovery,” 
 storage-based replication copies new storage blocks from the primary site to the secondary 
site, where servers at the secondary site can access it. Presumably, replication to the cloud 
would use a vendor’s VSA in the cloud to receive updated blocks from their on-premises 
 storage system. Storing the replicated blocks might work best with emulated block storage. 

Recovery in the cloud
Considering the difficulties many IT teams have with DR, it’s not surprising that one of the 
most compelling aspects of cloud computing is the potential for conducting DR in the cloud. 
The ability to have an inexpensive, ready-made recovery site on demand is very appealing. 
Recovering data in the cloud allows the IT team to work in a green field environment and 
 accommodates a certain amount of mistakes and retries. There is little for the IT team to not 
to be excited about if DR has been broken and deemed unfixable.

Predicting recovery time objectives (RTOs) and recovery point objectives (RPOs) for hybrid 
cloud computing will likely become much more important than they are today because 
they will be factored into service level agreements (SLAs) for cloud services. The good news 
is that practicing recoveries will be much easier in the cloud due to the instant availability 
of  resources to test with and the ability to isolate those tests so they don’t interfere with 
 production operations. 

Recovering with a CiS system VSA in the cloud
DR in the cloud with a CiS system would be similar to the migration scenario discussed 
 previously in this chapter, except there would be no opportunity to quiesce and  synchronize 
the most recently updated data. A CiS VSA running in the cloud, would need to be  configured 
with the encryption key from the original CiS system, as well as the URL to access the bucket 
and the account userID and password.
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Once the bucket is accessed, the CiS VSA would copy the most recent metadata map. 
 Notice that this would be a local copy operation in the cloud, as opposed to a remote 
 download, which means the performance would be many times faster. After loading the 
metadata map in the CiS VSA, a couple different scenarios could unfold. One is that the data 
would be exported to cloud storage where applications running in cloud-based VMs would 
access it. Another scenario is that VMs could use an emulated block storage service, if one 
 existed, to access the CiS VSA. Other solutions may also be possible and time will tell if and 
how the solution evolves. The main difference is that recovery times with a CIS VSA will be 
much faster than they are today on-premises—and they are already very good. 

Recovering with backup software running on a VM in the cloud
Fast data copies within the cloud would apply to backup data too. Assuming the  backups 
were written using a tape format, the contents of the tape images would be read by a VM 
running a cloud-enabled version of the backup program that would either export them to 
cloud storage or restore them to block storage, where it would be  accessed using a  suitable 
block storage service.  

Other solutions are also possible and will likely be developed. Restores would be fairly 
fast, and there would not be any of the media errors or handling problems that plague tape. 
 However, there would probably be many tape images to read before VMs could access the 
data. Compared to downloading all those tape images to an on-premises backup server, 
restoring in the cloud would be a major improvement.  

Recovering with server software and services in the cloud
New forms of data protection for hybrid cloud environments are being developed. Examples 
include the Hyper-V Replica feature in Microsoft Windows Server 2012, which was discussed 
briefly in Chapter 3, as well as Windows Azure Backup and Windows Azure Hyper-V Recovery 
Manager services. As solutions and services for hybrid cloud recovery continue to evolve, it is 
likely that the use of virtualization technology and virtual disk files will be key features.

Recovering with storage system VSAs and replication in the cloud
Replication was discussed in Chapter 3 as one of the most effective ways to protect data 
against a disaster. Storage-based replication could be done using a VSA in the cloud that 
functions as the remote, secondary system. The VSA in the cloud would almost certainly have 
to be from the same vendor, just as on-premises replication solutions require a matched pair. 
Any hardware-centric replication solution would need to address the differences between 
 on-premises and cloud data access. That said, most of the storage system vendors have 
solved tough problems before and customers who use their solutions will likely want to 
 continue using them.

A cost consideration for storage-based replication is that the VMs or VSAs in the cloud 
may need to be running at all times in order to receive the data that is being replicated. 
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In contrast, other hybrid cloud data protection products could write data to cloud storage 
 services without requiring a VM or VSA.   

Big Data and discovery in the cloud
Data analytics, or Big Data, is a method of finding indirect dependencies or relationships 
between information that would otherwise appear not to be related. It works by combing 
through large amounts of unstructured data using map-reduce algorithms that were initially 
pioneered at Google and have been popularized by an open source implementation called 
Hadoop.

Hadoop, by nature, is a cloud application, involving a large number of systems and data 
sets that are processed by many parallel operations done in sequence. One of the challenges 
for Big Data is getting all that unstructured data uploaded into the cloud where it can be 
formulated for Hadoop processing.

The Microsoft HCS solution regularly uploads unstructured data to the cloud as part of 
regular cloud snapshots. That means data that could be processed by a Big Data application 
could be synchronized in the cloud once a day. If there was a VSA version of the CiS system in 
the cloud this would be possible. As described previously, a CiS VSA could access and read the 
metadata map and copy the data to where it would be accessed by the Hadoop process.

Discovering new discovery techniques in the cloud
Related to the Hadoop scenario, another possible use for corporate data in the cloud is to 
perform eDiscovery searches on it. EDiscovery from VMs in the cloud could access copies of 
the data there with minimal impact to IT operations.  The two things needed would be a way 
to get all this data into the cloud initially and then to make it  accessible in the cloud for the 
search operation to work on.

The core functionality of the Microsoft HCS solution fits this scenario very well: it uploads 
data to the cloud every day. All that would be needed is a VSA version of the CiS system that 
would access and load the metadata map and then create a copy of the data to be used by 
search tools.

Will discovery be hadoopified some day?

Searches of data archives are best done with data that has been indexed by 
archiving software, however, it might not always be possible to run everything 

through the archiving system. Map-reduce processes could be applied to comb 
through unstructured data that has not been indexed—that’s more or less what 
itwasoriginallyinventedforwhenGooglewasfirsttryingtofigureoutInternet
search.
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Summary

Hybrid cloud computing is expected to be an important new technology, but with all the 
 various on-premises data center technologies and processes that IT teams are using today, 
there is going to be a lot of development to integrate on-premises with cloud infrastructures 
over the coming years. Hybrid cloud storage, as a foundation for this change, will have an 
important role to play.

Migrating data between on-premises data centers and the cloud will be an important 
function to enable hybrid cloud applications. There are many possible ways to do this, 
 including the potential to use cloud snapshots uploaded by an on-premises Microsoft HCS 
solution and accessed by a hypothetical hybrid cloud storage VSA running in Windows Azure 
that can access and make the data available to VMs running there.  

One of the most interesting possibilities for hybrid cloud storage is its potential for DR. 
The latency and performance problems with downloading huge amounts of data would 
be  alleviated if that data could be accessed locally in the cloud by VSAs running there. This 
would apply to many different forms of data protection including tape backup and cloud 
snapshots. A VSA that could load the metadata maps uploaded by the Microsoft HCS solution 
could also probably use deterministic restores to minimize the amount of data needed to be 
processed by the recovery process. Hybrid cloud storage could very likely be the technology 
to finally solve the broken state of affairs for DR in many organizations.

Big Data is another new, important technology that could benefit from the potential data 
synchronization capabilities of the Microsoft HCS solution. In general, any application that 
might be too expensive and too disruptive to run on premises might be able to use cloud 
snapshots to synchronize data to VMs running in Windows Azure.

This chapter tried to look down the road at the future of hybrid clouds and hybrid cloud 
storage. It’s going to be a very interesting road with unexpected twists and turns and a few 
long, beautiful views every now and then. I hope it has been enjoyable and entertaining.
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A P P E N D I X

Considerations and 
 recommendations for 
 networking, privacy, and 
data protection 
This appendix discusses a variety of topics that IT team members should consider when 
implementing the Microsoft hybrid cloud storage (HCS) solution.

A bifurcated data path from application to cloud

The data path for most storage I/Os starts at the server and traverses a network or 
bus on its way to storage. The hybrid cloud storage solution from Microsoft has a data 
path that is bifurcated at the Cloud-integrated Storage (CiS) system. Writes—and most 
reads—follow a typical data path over an iSCSI SAN to the CiS system, but reads that 
download fingerprints from cloud storage have the additional network component of 
an Internet connection between the CiS system and cloud storage. Writes to the cloud 
are not part of an I/O operation but are typically made as part of the data protection 
process during cloud snapshots.

There are minimal requirements for operating both networks in the data path, as 
described below.

iSCSI considerations
Setting up an iSCSI SAN to connect servers to the CiS system is relatively  straightforward 
and simple. Most server operating systems have device  drivers to  establish iSCSI sessions 
between them and storage. iSCSI provides robust  communications for storage I/O traffic 
over Ethernet networks. The CiS system has multiple Ethernet ports for high availability. 
iSCSI SANs should be segregated from LAN traffic using subnets, VLANs, or separate 
physical networks. In general, the larger the SAN and LAN, the greater the need for 
segregation.
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Internet connection considerations
Unlike an iSCSI network, where it is easy to segregate SAN and LAN traffic with subnets or 
VLANs, the connection to the Internet is almost always shared with other Internet traffic at 
the site. The minimal dedicated bandwidth recommendation for the Internet link between the 
CiS system and Windows Azure Storage is 20 Mb/second. Obviously  connections with more 
bandwidth will provide faster uploads and downloads. The CiS system can have its bandwidth 
throttled during production hours to keep it from interfering too much with other work. This 
typically doesn’t create problems for the Microsoft HCS solution because most of the time its 
Internet traffic is generated at night during cloud snapshots.

Privacy and data integrity technologies

The hybrid cloud storage solution from Microsoft protects the privacy of data copied to the 
cloud by encrypting all fingerprints prior to uploading them with AES-256 encryption. Data 
is protected by encryption when it is in-flight and at-rest in the cloud. For this reason, it is 
necessary to input the encryption key in a recovery CiS system that is accessing fingerprints 
that were uploaded by a different CiS system that was lost in a disaster.

Encryption keys are managed by the IT team and are not stored in cloud storage. The IT 
team and those responsible for security in the organization may have policies and  measures 
in place for managing encryption technology and keys. This important aspect of  operating 
the hybrid cloud storage solution from Microsoft requires consideration and planning.

Data integrity is ensured for each fingerprint by keeping a SHA-256 hash value for its 
 contents in the fingerprint’s metadata. Every time a fingerprint is opened by the CiS system, 
its hash value is generated and compared with the embedded hash value. If they do not 
match, the data is known to have been corrupted.

Data protection considerations

There are no default snapshot schedules that automatically start protecting data when the 
Microsoft HCS solution is powered on. The IT team is responsible for establishing all snapshot 
schedules, including daily cloud snapshots and cloud snapshots intended to retain data for 
longer periods of time. The scheduling mechanism in the system is designed to adapt to a 
wide variety of policies and best practices.

Snapshots are done on the volume level. When this book was written, there was a 
 maximum of 256 snapshots per volume, including both local and cloud snapshots.
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and incorporates cloud storage services as a resource 
for storing on-premises data

Cloud computing Scalable computing services 
 provided on a short- or long-term basis by a large 
number of systems 

Cloud snapshot A data protection method that stores 
point-in-time copies of data for on-premises systems in 
cloud storage

Cloud storage-as-a-tier Scale-across storage, CiS that 
works with cloud storage to provide a single, scalable 
storage system

Cloud storage Scalable, object-based storage capacity 
provided as a service on a short- or long-term basis

Cloud A data center providing scalable computing 
and storage services, characterized by a large  number 
of systems that can be accessed for long-term or 
 short-term projects

Clustered storage Scale-out storage, a tightly coupled 
group of storage systems that function as a single, 
 scalable storage system

Data analytics Computing processes looking for 
 patterns or correlating factors in large amounts of data

Data reduction Processes that reduce the amount 
of storage capacity consumed for a given amount of 
information

Data tiering A storage management process that 
 determines the performance and storage  requirements 
for data and locates it on a cost-effective  storage 
resource

Active data Data that is expected to be accessed again 
relatively soon or periodically

Archiving A storage process that preserves data for an 
extended period of time

At-rest An IT resource that has a stable state and is not 
being copied

Backup target A storage device or system that backup 
software writes data to when performing backups

Backup A data protection method that was developed 
to work with tape and usually combines periodic full 
copies of data with incremental copies of new data

Best practices IT management informed by advanced 
knowledge and experience 

Big Data Vernacular term for data analytics, associated 
with, but not restricted to, Hadoop technology and 
methods

BLOB Binary large object, often a file

Block storage A storage environment characterized 
by devices and protocols that are designed to consume 
storage based on the granular element, blocks

Bucket A storage container provided by a cloud 
 storage service

CDP (continuous data protection) A method of data 
protection that makes copies of all changes made to 
data

CiS (Cloud-integrated Storage)  An on-premises 
storage system that stores data for on-premises systems 
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Hypervisor A software program that provides an 
 operating environment for virtual machines

IaaS (infrastructure-as-a-service) A cloud service 
 offering the use of virtual computer, storage, and 
 network systems

Index A way of condensing or collating data 
 electronically that facilitates searching

In-flight An IT resource that is being copied or 
 transmitted from one location to another

IOPS The total sum of read and write operations per 
second; input/output operations per second

iSCSI (Internet Small Computer System Interface) An 
Ethernet protocol for exchanging storage commands and 
data between computer systems and storage systems

IT team Employees and contractors that plan, acquire, 
manage, and operate IT 

IT Information technology, the profession and industry 
of developing, manufacturing, selling, implementing, 
and operating data processing and communications 
products and services

Local snapshot A point-in-time copy of data or 
 pointers to data stored on a storage system’s own disk 
drives

Metadata Data that describes data or attributes of 
data, such as a hash value of its contents

Migration time The time that an application is offline 
while it and its data are being relocated from one data 
center to another

Monolithic storage Scale-up storage, a single system 
storage design that scales by adding components

Near CDP A method of data protection that makes 
copies of most changes made to data

NV-RAM (non-volatile random access  memory) Fast 
memory storage that retains data even after the loss of 
power

On-premises A facility owned and operated by an 
organization such as a business or government

Data volatility An indication of the percentage of an 
application’s data that may be accessed in day-to-day 
operations

Dedupe (Deduplication) A process that identifies 
duplicate copies of data and eliminates them by linking 
to reference copies

Deterministic Precisely specified

Discovery The process for finding data that may be 
needed for legal or regulatory reasons

Dormant data Data that is accessed very rarely, if ever

Downtime The amount of time systems and data are 
not available for processing, usually associated with a 
disaster or failure, but also maintenance operations

DR Disaster recovery, the process of  resuming 
 operations following a disaster that causes the 
 unexpected stoppage or failure of computing 
 equipment and processes

Enterprise A business or government entity of 
 substantial size

Fingerprint The granular data structure that is 
 managed in the Microsoft hybrid cloud storage solution 
comprised of data and metadata

Geo-replication A cloud storage service that copies 
data from a cloud data center to a remote cloud data 
center

Hash A numerical value calculated from processing a 
data string that uniquely identifies the string

High availability A system design designed to 
continue operating after the loss or failure of system 
components or entire systems

Hybrid cloud boundary The distance, time, or 
technology barrier that separates an on-premises data 
center from a cloud data center

Hybrid cloud storage Data storage formed by the 
combination of on-premises storage and cloud storage 
services

Hybrid cloud A computing service that combines 
 public compute services with private compute services
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Snapshot  A method of data protection that uses a 
system of pointers to make point-in-time copies of data

Spindown A process of stopping the rotation of disk 
drives for dormant data to reduce the power costs of 
storing it

SSD (solid state disk) Amassed memory technology 
that functions like a disk drive

Tape rotation The schedule that backup software 
 creates for naming, using, and cycling tapes

Thin provisioning A method of allocating storage 
capacity from a common resource to individual storage 
volumes on a first-come, first-served basis.

Thin A storage process designed to minimize resource 
consumption

Virtual machine (VM) The functionality of a physical 
computer provided by software operating as a logical 
system image

Virtual storage A storage resource that is comprised 
of elements of other storage resources

Virtual tape The use of a disk storage system to 
 replace tapes used for backup

Virtualization The process of using software to  mimick 
the functionality of physical equipment

VM sprawl A phenomenon where the number of 
virtual machines in an organization scales beyond the 
ability of the IT team to manage

VM Virtual disk A virtual disk managed by a 
 hypervisor for storing the data for a VM, typically 
stored as a file.

VSA (virtual storage appliance) The equivalent of a 
VM, but for a storage system

VTL (virtual tape library) A storage system used to 
backup data to disk

Working set The data normally accessed in regular 
daily processing

Orchestration An intelligent installation process that 
manages multiple related technologies to create a 
 solution 

Portability The ability to relocate compute resources 
and processes from one location or set of resources to 
another

Primary site A data center where production 
 operations run and where replication copies originate

Primary storage Storage where applications read and 
write data during normal processing

Private-cloud A computing service that is restricted 
to a specific set of users, often implemented at a 
 corporate-owned facility  

Public-cloud A multi-tenant computing service that is 
provided openly over the Internet

Recovery point The time in the past when the last 
data was captured prior to a disaster event 

Recovery site A data center where DR operations are 
conducted

Recovery time The amount of time it takes to return a 
system to full functionality after a disaster event

Replication A data protection method that copies 
written data from one location to another

ROBO Remote office / branch office

SAN Storage area network

Scale-across A storage design that scales by adding 
resources from cloud storage 

Scale-out A storage design that scales by adding 
 additional systems to a group of systems

Scale-up A storage design that scales by adding 
 components to a single system

Secondary site A data center where replicated data is 
copied to 

Secondary storage Storage that is used for data 
 protection or archiving
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